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THE PROBLEM 
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MONOLITH VS MICROSERVICES 
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Where is the problem ? / Where is it slow ? 
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It’s worse ! 
Click to add subtitle 

Along with Kubernetes those microservices are made to 
●  Be restarted 
●  Update frequently 
●  Scale up/down independently 

* Not necessarily related, but often related 
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WELCOME OPENTRACING ! 
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What is Distributed Tracing ? 
Click to add subtitle 

●  A story teller 
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What is OpenTracing ? 
Click to add subtitle 

●  Vendor neutral distributed tracing API 
●  Associate logs relevant to a particular trace 
●  Have APIs for multiple languages 

○  As of today: Go, Python, Javascript, Java, C#, Objective-C, C++, Ruby, PHP 
●  Part of CNCF: Cloud Native Computing Foundation  

○  Like Kubernetes, Prometheus... 
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Why should I care ? 
Click to add subtitle 

●  Popular frameworks have better chance to be instrumented 
○  JAX-RS, Spring, JDBC, Kafka client, CDI, Mongo, ElasticSearch, Redis… 
○  Useful data out of the box 

●  Instrument once for any tracer 
○  Jaeger, Zipkin, Lightstep and a few more 

●  Can build a trace from (web) client, down to the database 
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Jaeger 
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Jaeger 
Click to add subtitle 

●  Built for OpenTracing 
○  Perfect mapping of the models 

●  Born with real needs 
○  A tracer implementation built by Uber, used for ~2000 microservices 

architecture 
●  Opensourced in April 2017 

○  Contributions from Red Hat, in particular on frameworks instrumentation 
(OpenTracing), support for OpenShift... 

●  Support for multiple languages 
○  Go, Java, Python, JS/Node.js 
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Jaeger 
Click to add subtitle 
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Jaeger 
Click to add subtitle 

●  Docker ready 
●  Kubernetes ready 
●  OpenShift ready 

○  (But not “Red Hat supported” yet) 
●  Very likely joining the CNCF (Incubation project, skipping “inception”) 

○  https://lists.cncf.io/pipermail/cncf-toc/2017-September/001149.html 
○  So OpenTracing API + Jaeger server would be part of CNCF 



Made for high scale - Sample technique 

16 



Instrument once - use twice 
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Metrics 
Click to add subtitle 

●  Expose metrics as Prometheus endpoints 
○  Error rates 
○  Response times 
○  Business metrics 

■  Span Baggage 
●  Metrics about all transactions not just samples 
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DEMO 




