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0 Red Hat

OpenShift
OpenShift : Zazitek jako v cloudu — VSUDE

Vse, co potrebujete k vytvoreni XaaS!




CLOUD-LIKE EXPERIENCE EVERYWHERE

OpenShift : PIné automatizovany Day-1 & Day-2

INSTALL DEPLOY HARDEN OPERATE

AUTOMATED OPERATIONS

Infra provisioning Full-stack deployment Secure defaults Multicluster aware

OPERATOR
FRAMEWORK

‘ Red Hat



CLOUD-LIKE EXPERIENCE EVERYWHERE

Znalosti ulozené do boxu a v klastru !

Operéatofri K8S -, Kubernetes-Native* - predstavuji znalost operaci a procesd,
automatizuji cely Zivotni cyklus platformy A kontejnerovych aplikaci v Kubernetes.

‘ Red Hat



WHY OPERATORS ?

Novy provozni model

o < S L -
Flexibilni s+g@ Zadné nové objevovani

architektura aplikaci C?Oeumf zakladnich konceptl

LRI [RERZET c Skute&n& hybridni
a ladéni

Operatori poskytuji zaklad pro novy standardni provozni model, pIné
prenosny a hybridni. Pfedstavuje skutecnou alternativu k provoznim

znalostem poskytovatell cloudu.

‘ Red Hat



Q Search OperatorHub... Contribute v

OperatorHub.io :

OperatorHub.io is a new home for the Kubernetes community to share Operators. Find an

“DockerHub”operatri K8S

existing Operator or list your own today.

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Integration & Delivery
Logging & Tracing
Monitoring
Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

[J Alibaba Cloud (1)
[ Altinity (1)

[J Anchore (1)

[ Apicurio (1)

[J AppDynamics (1)

Show 115 more

O Basic Install (82)
Seamless Upgrades (41)
O Full Lifecycle (27)

Deep Insights (19)

A akka

Akka Cluster Operator
provided by Lightbend, Inc.

Run Akka Cluster applications
on Kubernetes.

w

AtiasMap

AtlasMap Operator
provided by AtlasMap

AtlasMap is a data mapping
solution with an interactive

web based user interfa

DELLEMC

Dell CSI Operator
provided by Dell EMC

An operator for installing and
managing CSI Drivers provided
by Dell EMC

Apache Spark Operator
provided by radanalytics.io

An operator for managing the
Apache Spark clusters and
intelligent applications

Azure Service Operator
provided by Microsoft

The Azure Service Operator
helps you provision Azure

resources and connect

S

Dynatrace OneAgent
provided by Dynatrace LLC

Install full-stack monitoring of
Kubernetes clusters with the
Dynatrace OneAgent

W@,

API Operator for
Kubernetes
provided by WSO2

API Operator provides a fully
automated experience

Banzai Cloud Kafka
Operator
provided by Banzai Cloud

Installs and maintains Kafka

/

Dynatrace Operator
provided by Dynatrace LLC

‘.

Appranix CPS Operator
provided by Appranix, Inc

The Appranix CPS operator
enables you to back up and
restore your

Community Jaeger Operator
provided by CNCF

Provides tracing, monitoring
and troubleshooting for
microservices-based

&

Eclipse Che
provided by Eclipse

Foundation

A Kube-native development
solution that delivers p

H
<

TAZv

L 4

Appsody Operator
provided by Appsody

Deploys Appsody based
applications

&

credstash-operator
provided by Ouzi

An operator that creates and
manages Kubernetes secrets
from Credstash secrets

C

ditto

Eclipse Ditto

provided by Jens Reimann

Eclipse Ditto provides a Digital
Twin platform. A digital twin is
avirtual, cloud based,



a OPERATORS : Maturity Model

Basic Install

Automated application
provisioning and
configuration management

Operator SDK : Helm, Ansible, Go

Ansible

Seamless Upgrades

Patch and minor version
upgrades supported

Full Lifecycle

App lifecycle, storage
lifecycle (backup, failure
recovery)

Deep Insights

Metrics, alerts, log
processing and workload
analysis

+ Java
+ Quarkus
Coming !

Auto Pilot

Horizontal/vertical scaling,
auto config tuning, abnormal
detection, scheduling tuning

‘ Red Hat



e OPERATORS : Maturity Model

DBaa$S example

Capability Level

@& Basic Install

Ql Seamless Upgrades
é Full Lifecycle

é Deep Insights

@ Auto Pilot

Install

Latest Version
450

Capability Level

@ BasicInstall

é Seamless Upgrades
QI Full Lifecycle

é Deep Insights

@ Auto Pilot

Provider Type
Certified

Provider
Crunchy Data

Repository
https://github.com/Crunc
hyData/postgres-
operator

Container Image

registry.connect.redhat.co
m/crunchydata/postgres-
operator@sha256:d7319a

e77¢83dccc0589b28e00
f93b4a46135d6eacb086

85f05d7{67b40e2186

Created At
& Dec 31,2019 8:40 pm

Support

crunchydata.com

Crunchy PostgreSQL for OpenShift E]

4.5.0 provided by Crunchy Data

Crunchy PostgreSQL for OpenShift lets you run your own production-grade PostgreSQL-as-a-Service on
OpenShift!

Powered by the Crunchy PostgreSQL Operator, Crunchy PostgreSQL for OpenShift automates and
simplifies deploying and managing open source PostgreSQL clusters on OpenShift by providing the
essential features you need to keep your PostgreSQL clusters up and running, including:

PostgreSQL Cluster Provisioning: Create, Scale, & Delete PostgreSQL clusters with ease, while fully
customizing your Pods and PostgreSQL configuration!

High-Availability: Safe, automated failover backed by a distributed consensus based high-availability
solution. Uses Pod Anti-Affinity to help resiliency; you can configure how aggressive this can be! Failed
primaries automatically heal, allowing for faster recovery time. You can even create regularly scheduled
backups as well and set your backup retention policy

Disaster Recovery: Backups and restores leverage the open source pgBackRest utility and includes
support for full, incremental, and differential backups as well as efficient delta restores. Set how long you
want your backups retained for. Works great with very large databases!

Monitoring: Track the health of your PostgreSQL clusters using the open source pgMonitor library.

Clone: Create new clusters from your existing clusters or backups with asingle pgo create cluster -
-restore-from command.

Full Customizability: Crunchy PostgreSQL for OpenShift makes it easy to get your own PostgreSQL-

as-a-Service up and running on and lets make further enhancements to customize your deployments,

including:

o Selecting different storage classes for your primary, replica, and backup storage

s Select your own container resources class for each PostgreSQL cluster deployment; differentiate
between resources applied for primary and replica clusters!

o Use your own container image repository, including support imagePullSecrets and private
repositories

s Bring your own trusted certificate authority (CA) for use with the Operator APl server

o Override your PostgreSQL configuration for each cluster

and much more!

Before You Begin

There are a few manual steps that the cluster administrator must perform prior to installing the PostgreSQL
Operator. At the very least, it must be provided with an initial configuration.

First, select a namespace in which to install the PostgreSQL Operator. PostgreSQL clusters will also be
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OpenShift
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Log in to your account Red Hat
OpenShift Container Platform

Username *

|:] Welcome to Red Hat OpenShift Container Platform.

Password *




RedHat
OpenShift
Container Platform

«/> Developer

+Add
Topology
Monitoring

Search

Builds
Helm

Project

Config Maps

Secrets

Topology

No resources found

Project: test Application: all applications «

Build Container image

from GIT Code - “Source2lmage’
Vv Included & Supported

with Openshift subscription

To add content to your project, create an application, component or service using one of these options.

Quick Starts H

Setting up Serverless
Installing the Pipelines Operator

Getting started with a sample
See all Quick Starts =

YAML

Create resources from their YAML
or JSON definitions

]
et
Samples

Create an application from a code
sample

L]

From Catalog

Browse the catalog to discover,
deploy and connect to services

DB Image

MySQL - MariaDB - PostgreSQL

Provided & Supported by Red Hat

©

From Git

Import code from your Git
repository to be built and
deployed

Database

Browse the catalog to discover
database services to add to your

application

Vv Included & Supported with Openshift subscription

Perl
PHP

Go Httpd
Pyhton e NGINX
Java
OpenJDK
Node.js
.Net Core
° Ruby

1’

S

Container Image From Dockerfile

Import your Dockerfile from your
Git repository to be built and
tag deployed

Deploy an existing image from an
image registry or image stream

e

HELM
5 =
Operator Backed Helm Chart

Browse the catalog to discover
and install Helm Charts

Browse the catalog to discover
and deploy operator managed
services

Red Hat, Partner(s) & Community Content
= K8S OPERATOR format
= HELM format




Red Hat
OpenShift
Container Platform

9% Administrator

Home

Overview
Projects

Search

Explore

Events

Operators

OperatorHub

Installed Operators

Workloads

Networking

Storage

Builds

Monitoring

Compute

User Management

Project: test

All ltems

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Integration & Delivery
Logging & Tracing
Monitoring
Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

Install State
[ Installed (0)

[J Not Installed (55)

Provider Type
[J Red Hat (2)

Certified (22)
0O Community (15)
Marketplace (16)

Provider
[J Red Hat (3)

[ Alcide (0)

Database

Filter by keyword

Anzo Unstructured Operator

Kubernetes Operator for Anzo
Unstructured

ArangoDB

ArangoDB Kubernetes Operator

O Marketplace

Couchbase Operator

The Couchbase Autonomous
Operator allows users to easily
deploy, manage, and maintain...

Openshift OperatorHub
Community, Certified and Marketplace

Marketplace

Anzo Unstructured Operator

Kubernetes Operator for Anzo
Unstructured

®EeDB
Cloud Native PostgreSQL
Operator to manage Postgres

high availability clusters with a
primary/standby architecture.

o

Couchbase Operator

The Couchbase Autonomous
Operator allows users to easily
deploy, manage, and maintain...

AnzoGraph Operator

d

kubernetes operator for
AnzoGraph DB

¥

CockroachDB

CockroachDB Operator

@ Marketplace

Crunchy PostgreSQL for
OpenShift

Enterprise open source
PostgreSQL-as-a-Service

Marketplace
AnzoGraph Operator

kubernetes operator for
AnzoGraph DB

_6‘ Marketplace

CockroachDB

ed by Cock

CockroachDB Operator

@

Crunchy PostgreSQL for
OpenShift

Enterprise open source
PostgreSQL-as-a-Service



RedHat
OpenShift

Container Platform

92 Administrator

Home

Overview
Projects
Search
Explore

Events

Operators

OperatorHub

Installed Operators

Workloads

Networking

Storage

Builds

Monitoring

Compute

User Management

Project: test «

All ltems Database

Application Runtime

Big Data
Cloud Provider @ Marketplace
Database ‘

Crunchy PostgreSQL for
Developer Tools 2

OpenShift
Integration & Delivery provided by Crunchy Data
Logging &Tracing Enterprise open source

Monitoring PostgreSQL-as-a-Service

Networking
OpenShift Optional
Security

Storage

Streaming & Messaging

Openshift OperatorHub

@

Crunchy PostgreSQL for
OpenShift
Enterprise open source

PostgreSQL-as-a-Service

Certified (buy-from-Editor)

Install State
[ Installed (0)

U Notinstalled (3) Marketplace (buy-from-RH)

Provider Type

[J Red Hat (0)
Certified (1)
[J Community (1)
Marketplace (1)

Provider
[JJ Red Hat (0)
[J Alcide (0)

a2

o ©
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STORAGE AS A SERVICE - OpenShift Container Storage

Create storage clusters from
OpenShift console, dedicating or
reusing nodes to hold containerized
Ceph controllers

Manage different storage classes
corresponding to your app needs:
block, file and object storage

Scale or Autoscale machines from
MachineSets, OpenShift take care of
provisioning and attaching them to
the cluster

Capacity breakdown

045 GiB used

" 2068

Utilization

Used Capacity

>penshift
4601 MiB

™ M ALMAAA AN

1748 KBps

& RedHat
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STORAGE AS A SERVICE - OpenShift Container Storage

“OCS”

Provisioning modes Persistence ) )
Infrastructure File Block Object
supported Dynamic Static Zone Multi-zone WX RWO 53
ocs4 Any v v v v v Vv v
NFS Any X v X X v X v
EBS AWS only v v v ) ¢ v v v
Vohume. VMwareonty  \/ v X X X Vv X

‘ Red Hat
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CLUSTER AS A SERVICE - Advanced Cluster Management

Red Hat i Q ® B ® kubeadmin~

Advanced Cluster Management for Kubernetes

Cluste
Create a cluster @ vavoi

o Observability

Create, Upgrade and Destroy OCP |
clusters. Cooheniro
|
. | Cluster name*
Wizard or YAML based create cluster \ '
'HOW } Base DNS domain*
\
Multi-Hybrid Cluster management | N
with Red Hat ACM |
‘ Red Hat °
o Provisioning } G s
o Application Lifecyle / GitOps } aws Amen £ consocos -
\
o Governance / Compliance } =53
\
\
\
\

& RedHat
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MACHINE AS A SERVICE - Machine Sets

Manage your compute node
configuration as Kubernetes resources

Organize them into MachineSets
with deployment rules regarding
provider topology

Scale or Autoscale machines from
MachineSets, OpenShift take care of
provisioning and attaching them to
the cluster

= RedHat = e
_— OpenShift Container Platform - ) kube:admin

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

Projects

© Import YAML

Search Project: openshift-metering

Events

Machine Autoscalers

 Create Machine Autoscaler Filter by name /

Operators

Workloads

Networking Name Namespace Scale Target Min Max

@ vorker-us-east-1a @ openshift-metering @ worker 1 12
Storage

Builds

Monitoring

Compute

Nodes
Machines
Machine Sets

Machine Autoscalers

Machine Configs

Machine Config Pools

& RedHat
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FUNCTION AS A SERVICE -

Over provisioning
Time in capacity planning
IT cost of idle resources

Under provisioning
Lost business revenue
Poor quality of service

30

. .
Il containers [l Requests . M

20

1
v

10

1:.02

1:04

1:06 1:08 1:10
Time
22

NOT Serverless

OpenShift Serverless & Mesh

More applications
Direct line between IT
costs & business revenue

-
.. -
*
- L] -
- ® -
*
~
30 T - \. L ‘I
[0 containers [ Requests, .
*
- ‘ .
* ~ -
y :
20 -
v
10

1:02

1:04 1:06 1:08 1:10
Time

with Serverless

& RedHat
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FUNCTION AS A SERVICE - OpenShift Serverless & Mesh

Deploy and run serverless containers

Use any programming language or runtime
Modernize existing applications to run serverless
Powered by a rich ecosystem of event sources
Manage serverless apps natively in Kubernetes
Based on open source project Knative

Run anywhere OpenShift runs @

Applications Events
1 /e 1010
:F
<E|> ||_. <> $ 1ol
OpenShift Serverless

SERVING FUNCTIONS® EVENTING

Red Hat Enterprise Linux CoreOS

OPENSHIFT

= = N A

Physical Virtual Private cloud Public cloud

‘ Red Hat
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FUNCTION AS A SERVICE - OpenShift Service Mesh

TRAFFIC MANAGEMENT

OBSERVABILITY

SERVICE IDENTITY
& SECURITY

POLICY ENFORCEMENT

o | O

. Applies security,

route rules, policies
- and reports traffic
- telemetry at the pod
© level :

SERVICE SERVICE

POD POD POD

‘ Red Hat

SERVICE SUUOT RS UUTUUUUUTTURTRO 5
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IDE AS A SERVICE - Code Ready Workspaces

Environment management and
build/test waiting

w7 NN

39% MORE TIME FOR CODING."

e owe I

‘ & RedHat

Brainstorming, design, and coding Administrative tasks
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IDE AS A SERVICE - Code Ready Workspaces

Get your Development workspace in minutes !

Developer-environment configuration as code . Ty e
into a DevFile ¥ : Your new Cloud-
: . ; : Native application
Top-of-the-art desktop like experience in the , iy is ready!
browser : '
Congratulations, Applica

o g oqs . h. ted

VSCode extension compatibility: benefits D e

application.

from huge ecosystems

Why do you see
this?

Auto-connected with OpenShift cluster

ed by Quarkus. The

Monitor with Prometheus and Grafana

2019-67-30 13157 40000 Sun Tan

Based on Eclipse Che

[main] 15ad3a725fbd6210fafb1cdf0745401 a3fa




EVERYTHING AS A SERVICE

IDE AS A SERVICE - Code Ready Workspaces

> Use any programming language or runtime

RedHat
CodeReady
Worksp:

Getting Started with CodeReady Workspaces

Select a Sample

Use a sample to create your first workspace.

Tempo

roge @ M Q 18 items

e
¢ JBoss w &,

LYYt =
Java EAP Maven Thorntail REST HTTP Red Hat Fuse Java Maven Apache Camel K Java Gradle

RHEL 8 Java stack with EAP 7.2,
OpenJDK 1.8 and Maven 3.5

Quickstart to expose a REST Greeting
endpoint using Thorntail

Ry

Red Hat Fuse

Java stack with OpenjK 8, Maven
3.5.4and Vert.x demo application

S

Tooling to develop Integration Java Stack with OpenjDK 11 and
projects with Apache Camel K Gradle 6.1

S S

QUARKUS
Quarkus Tools Java Spring Boot Java Vert.x NodeJ$ Express Web NodeJ$ ConfigMap NodeJS MongoDB Web
Quarkus Tools with GraalvM and Java stack with OpenjOK 8 and Spring Java stack with OpenJDK 8 and Vert.x Application Stack with NodeJs 10 Application

Maven 3.6.0

C++

C/CH

Cand C++ Developer Tools stack

Boot Petclinic demo application

net

NET 3.1 stack with .NET Core SDK,
Runtime, C# Language Support and
Debugger

demo application

Go

Stack with Go 1.11.5

Stack with NodeJs 10

CakePHP Example

PHP Stack with PHP 7.1 and a
quickstart CakePHP application for
Openshiftva

Stack with NodeJs 10 and MongoD8
34

]

PHP Simple Python

PHP Stack with PHP 7.1 and simple
web application

Python Stack with Python 3.6

& RedHat
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PIPELINE AS A SERVICE - OpenShift Pipelines

& Topology - Red Hat Openshift X 4

A Not Secure | console-openshift- le.apps.siamak. openshift.com/topology/ns/pipelines-demo

Deploy and run stateless pipelines, runs = g?;:r?sartiﬂ(:ontamcr Platform
serverless (no Cl engine !)

Project: pipelines-demo  + Application: all applications v

</> Developer
Containers as building blocks A

Topology
Powered by a rich ecosystem of on-the-shelf Builds

tasks Pipelines
Advanced

Build images with Kube tools (s2i, buildah, kaniko,
jib, buildpack, etc ...)

© spring-petclinic

Based on open source project Tekton

Run anywhere Kubernetes runs

o rExTON

©

© mavenrepo

o e siamak v

& RedHat
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PAAS - Red Hat Runtimes

Curated set of runtimes and application services for highly-distributed cloud native applications. Also
supported JBoss EAP JEE and OpenJDK runtimes for smooth transition from monoliths.

LAUNCH SERVICE e Best-of-breed runtimes, frameworks and languages
M @ ﬂ.®d¢ VERTX @ g ® Quarkus, Spring-Boot, Microprofile, Vert.x, Node.js, Serverless *

e OpenShift & Kubernetes Services native integration

&, RedHat ‘ Q@ Red Hat
Avpicton o s Data Grid e Modernization and optimization initiatives
&, Red Hat Established middleware technologies (EAP)
Open|DK. AMQ e In-memory data grid

e Standards-based enterprise messaging

RED HAT &, RedHat

Applicati L
SSO Migration Toolkit e SSO authentication

29

‘ Red Hat
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DATABASE AS A SERVICE - Red Hat

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatically.

All ltems
Languages
Databases
MySQL
Postgres
MariaDB
Middleware
CI/CD
Other

Type
[ Operator Backed (0)

[ Helm Charts (0)

[ Builder Image (0)
O Template (8)

[ Service Class (0)

Databases

Group By:None  +

Template
MariaDB
provided by Red Hat, Inc.

MariaDB database service, with
persistent storage. For more
information about using this...

@ Template

PostgreSQL (Ephemeral)
provided by Red Hat, Inc.

PostgreSQL database service,
without persistent storage. For

more information about using th...

Template

MariaDB (Ephemeral)

provided by Red Hat, Inc

MariaDB database service,
without persistent storage. For

more information about using th...

RED HAT Template
JB0SS

Red Hat Process Automation
Manager 7.8 managed KIE

Server with a MySQL database
provided by Red Hat, Inc

Application template for a
managed KIE Server with a
MySQL database, for Red Hat...

Template

MysaL’

MySQL

provided by Red Hat, Inc

MySQL database service, with
persistent storage. For more
information about using this...

RED HAT Template
JBoSS

Red Hat Process Automation
Manager 7.8 managed KIE
Server with a PostgreSQL
database

provided by Red Hat, Inc.

Application template for a
managed KIE Server with a
PostgreSQL database, for Red...

DB Image

MySQL - MariaDB - PostgreSQL
Provided & Supported by Red Hat

v/ Included & Supported with Openshift subscription

W\ Template
Mysal
MySQL (Ephemeral)
provided by Red Hat, Inc

MySQL database service, without
persistent storage. For more
information about using this...

@ Template

PostgreSQL
provided by Red Hat, Inc

PostgreSQL database service,
with persistent storage. For more
information about using this...

‘ Red Hat
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EVERYTHING AS A SERVICE

Altinity ClickHouse
Operator
provided by Altinity

ClickHouse Operator manages
fulllifecycle of ClickHo

F—=—-=-=-=--

¢

vav

Elastic Cloud on Kubernetes
provided by Elastic

the APM Server on Kubernetes

|

|

|

I Run Elasticsearch, Kibana and
|

I and OpenShift

MongoDB
provided by MongoDB, Inc

Kubernetes Operator enables

|

|

|

I The MongoDB Enterprise
! easy deploys of Mongo
|
-

—_——————.e - -

cassandra

Cassandra
provided by Instaclustr

Manage the full lifecycle of the

Cassandra clusters.

o

etcd
provided by CNCF

Create and maintain highly-
available etcd clusters on
Kubernetes

DATABASE AS A SERVICE - Red Hat ISV

r—-=-==="=r=-"===-="=

¥

CockroachDB
provided by Helm Community

CockroachDB Operator based
on the CockroachDB helm
chart

[ Z

Ext Postgres Operator
provided by movetokube.com

Manage databases and roles in
external PostgreSQL server or
cluster

—_——— e - ——

NuoDB Operator
provided by NuoDB, Inc.

This Operator will deploy the
Community Edition of NuoDB

Operator for Apache
CouchDB
provided by IBM

Apache CouchDB is a highly
available NOSQL datat

PlanetScale Operator for
Vitess
provided by PlanetScale

PlanetScale's operator for
Vitess deploys and mar

£
A
Postgres-Operator
provided by Zalando SE

Postgres operator creates and
manages PostgreSQL clusters
running in Kubernetes

[ 2

Postgresql Operator
provided by Openlabs

Deploys postgresql based
applications

Couchbase Operator
provided by Couchbase

The Couchbase Autonomous
Operator allows users to easily
deploy, manage, and m

Hazelcast Operator
provided by Hazelcast, Inc

Install Hazelcast Enterprise
cluster.

Percona Server MongoDB
Operator
provided by Percona

Percona Server for MongoDB
Operator manages the

PostgreSQL Operator by
Dev4Ddevs.com
provided by Dev4Devs.com

Operator in Go developed
using the Operator Fra

Crunchy PostgreSQL for
Kubernetes
provided by Crunchy Data

Enterprise open source
PostgreSQL-as-a-Serv:

Infinispan
provided by Infinispan

Create and manage Infinispan
clusters.

0

Percona XtraDB Cluster
Operator
provided by Percona

Percona XtraDB Cluster
Operator manages the

A
|2

Redis Enterprise
provided by Redis Labs, Inc

An operator to run Redis
Enterprise Clusters

1 |
L=
1 |
L=

Relational database Operator with
commercial support

NoSQL database Operator with
commercial support

‘ Red Hat



Openshift OperatorHub

Marketplace

Crunchy PostgreSQL for
OpenShift
provided by Crunchy Data

Enterprise open source
PostgreSQL-as-a-Service

Latest Version
45.0

Capability Level

@ Basic Install

é Seamless Upgrades
é Full Lifecycle

é Deep Insights

é Auto Pilot

Provider Type
Marketplace

Provider

Crunchy Data

Repository

https://github.com/Crunc
hyData/postgres-
operator

Container Image

registry.marketplace.redha
t.com/rhm/crunchydata/p
ostgres-
operator@sha256:d7319a
e77¢83dccc0589b28e00
f93b4a46135d6eacb086
85f05d7f67b40e2186

Crunchy PostgreSQL for OpenShift IZI

4.5.0 provided by Crunchy Data

Install

Marketplace Operator

This Operator is purchased through Red Hat Marketplace. After completing the purchase process, you
can install the Operator on this or other OpenShift clusters. Visit Red Hat Marketplace for more details
and to track your usage of this application.

Learn more about the Red Hat Marketplace &

Crunchy PostgreSQL for OpenShift lets you run your own production-grade PostgreSQL-as-a-Service on
OpenShift!

Powered by the Crunchy PostgreSQL Operator, Crunchy PostgreSQL for OpenShift automates and
simplifies deploying and managing open source PostgreSQL clusters on OpenShift by providing the
essential features you need to keep your PostgreSQL clusters up and running, including:

PostgreSQL Cluster Provisioning: Create, Scale, & Delete PostgreSQL clusters with ease, while fully

customizing your Pods and PostgreSQL configuration!

High-Availability: Safe, automated failover backed by a distributed consensus based high-availability
solution. Uses Pod Anti-Affinity to help resiliency; you can configure how aggressive this can be! Failed
primaries automatically heal, allowing for faster recovery time. You can even create regularly scheduled

backups as well and set your backup retention policy

Disaster Recovery: Backups and restores leverage the open source pgBackRest utility and includes
support for full, incremental, and differential backups as well as efficient delta restores. Set how long you

want your backups retained for. Works great with very large databases!

Monitoring: Track the health of your PostgreSQL clusters using the open source pgMonitor library.

Clone: Create new clusters from your existing clusters or backups with a single pgo create cluster -

-restore-from command.

Full Customizability: Crunchy PostgreSQL for OpenShift makes it easy to get your own PostgreSQL-
as-a-Service up and running on and lets make further enhancements to customize your deployments,
including:

o Selecting different storage classes for your primary, replica, and backup storage

‘ Red Hat



’ Red Hat Marketplace

A simpler way to buy and deploy
container-based software across clouds

Q Find certified software for Red Hat OpenShift

https:/marketplace.redhat.com/en-us

Certified enterprise ready

About certification

Certification standards

© Runs on OpenShift

55

© Certified operators

© Fully containerized
© TI1-T3 support

© Vulnerability scans

Capabilities level (@)

© Basic install

~

|
2 Seamless upgrades

Full lifecycle

O—C

Deep insights

Auto pilot

Q—

Last updated
15/12/2020, 00:30

Category

Crunchy PostgreSQL for Kubernetes

By Crunchy Data

Deploy trusted open source PostgreSQL at scale. Crunchy PostgreSQL for OpenShift Container
Platform (OCP) includes Crunchy PostgreSQL Operator and Crunchy PostgreSQL Container Suite
supporting hybrid cloud, open source PostgreSQL-as-a-Service.

Software version

45 Operator

Overview Documentation
Free trial
Crunchy PostgreSQL
for OCP Trial
Free

This is a trial version of the
Crunchy PostgreSQL for
OpenShift Container Platform.

Begin free trial

P S SO i ) B T D SN M S

Delivery method Rating

* % & k¥ 3reviews G

Pricing Help

Annual

Crunchy PostgreSQL
for OCP

Starting at
$1,500

per virtual processor core
Production ready and
commercially supported. This
edition is priced based on the

number of vCPUs used by any
deployed PostgreSQL clusters.

Monthly

Crunchy PostgreSQL
for OCP Cluster

Starting at

$1,990

per cluste

Production ready and
commercially supported. This
edition is priced based on the

number of PostgreSQL clusters
deployed.

P SISO iy S TR L S M S I
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OPENSHIFT & DATABASE OPERATORS

Ukazka pomoci Crunchydata PosgreSQL Operator

> YouTube

e

Jonathan Katz

https://www.youtube.com/watch?v=kdroxlsVdrM

¢) crunchydata
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EVERYTHING AS A SERVICE @

Your App as a Service - Zkuste to samil!

Z i 7 Templates
Blueprmt vl Mon App v2.5 Hpelm / Operator

1 1
)
i s i ' @ @ i Packaging / 4
1 1 1 1
1 eniiprrc 1 1 1
! SOURCE | ! ! App Installation v/ v/
! PARAM ! ! !
! ! ! ! App Update (kubernetes manifests) v v/
1 1 1 1
1 1 1 1
! ! | @ @ ! App Upgrade (data migration, adaption, etc) - v
1 1 1 1
1 1 1 1
| | | ! Backup & Recovery - v/
1 1 L 1
O Workload & Log Analysis - v/
@ Intelligent Scaling - v/
Auto tunin - v
Architect / Technical d
Lead Developer
TEMPLATES OPERATORS
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Hybrid Multi-cloud management with GitOps

Business Drivers
Management Hub

Unify deployment, management, and monitoring

Unify management
across cloud Cluster Mgmt @

environments.

Continuous deployment Managed Clusters B

O~

Dynamic GitOps System O #
) me . ) | .
@ infrastructure Applications cient 2

. Infrastructure as code
security.

[
[ Scale

Secured Vault @ Applications J
Infrastructural

continuous delivery (l?

best practices. Secrets
Dynamic infrastructure token and credential security.

Data Center Public Clouds
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Client workstation

Directory service

o~

Logical - Hybrid Multi-cloud management with GitOps

Automation

Bootstrap

Unified Management

Multi-cluster
management

Configuration as code
Management (SCM)

Declarative continuous
deployment system

Secrets Management

Managed Clusters

I

Applications

Monitoring

Logging

Data Center

Public Clouds @

I ~epiccation

- Infrastructure

- Application Services
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Logical - Hybrid Multi-cloud management with GitOps

Unified Management

Managed Clusters

Multi-cluster

management l

Control and monitor OpenShift and Kubernetes I
clusters

Configuration as code
Management

Applications
Storing configuration, and environment
declarations.

For distribute calculation

Automation . .
Declarative continuous <>
Deployment System
Client Workstation Monitoring I
Continuous delivery tool for managed clusters e
Client desktop application Thanos query and Prometheus - scraps data

Bootstrap E
Secrets Management .
Logging
Directory service Bootstrap HUB
Initial credential in vault Protects infrastructure and application secrets
EFK monitoring stack —
Directory service for administration role o

Data Center : ., Public Clouds
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Schematic diagram -Hybrid Multi-cloud management with GitOps (Setup)
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