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Advanced Observability with Red Hat & Dynatrace

OneAgent deploys
automatically via the
OneAgent Operator to all
layers and technologies in
your environment
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‘We went from zero to 12,000 hosts in less than two months. Our
roll out happened while | was having a BBQ over the weekend!
Automation, trust and tools were key to this success.”

Reinhard Weber, Senior Product Manager
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Monitor, analyze and optimize
every digital interaction
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Real-time auto discovery
through OneAgent Operator
injection of Docker and CRI-O
containers without code or
image changes

Containers

w0 = -

API Server Pod Pod

Pod Pod

Scheduler Pod Pod

Automatic and continuous
deployment of Dynatrace
OneAgent Operator to all
components
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OneAgent Operator

Full integration with

aws
— all major cloud platforms
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29,341 processes instrumented. 1.5 weeks
2,116 servers. 3,178 services.
454,190 processes instrumented. 3.5 hours ‘ RedHat ‘ Intel

18,509 servers. 131,073 services.



Advanced Observability with Red Hat & Dynatrace

Observability and so
much more

Get a broader view of your environment.
One that includes metrics, logs, and
traces, plus a full topological model with
entity relationships, code-level detail, and
user experience - all in context.
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Advanced Observability with Red Hat & Dynatrace

Prioritized by business impact

Causation - not correlation

No alert storms

Trigger self healing

www.easytravel.com: User action duration degradation
N Problem 694 detected at 02:03 - 02:29 (was open for 26 minutes). This problem affects real users.

E Affected applications Affected services
1 10

Affected infrastructure

2

Business impact analysis
An analysis of all affected service calls and impacted real users during the first 36 minutes of
the problem shows the following potential impact.

PN\ 433mil

v ‘ Affected service calls

v Show more

1impacted application

73.6 User actions per minute impacted

www.easytravel.com
Web application

User action duration degradation
The current response time (4.49 s) exceeds the auto-detected baseline (118 s) by 279 %

Affected user actions User action

73.6 /min 2 User actions

Browser Geolocation 0s

Al Al All
Comments

No comments posted

fdynatrace

&k DAvIS ™

analyzed 2,942,317092 dependencies

Root cause
Based on time correlation and analysis of all transactions that use these components, this issue
has the following root cause

CheckDestination
Fa Sl Cstom service

Deployment
Deployment change

PPN R 2 Response time degradations
BN Service CheckDestination slow down

Events on:
Service CheckDestination

Analyze code level, database
1 I [@ calls, and outgoing requests.

Today, 01:58 - 02:18

Analyze response time degradation

Metric anomalies detected

the metrics which show abnormal or outlying behavior

1%
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« OperatorHub.io launched by Red Hat, AWS, Microsoft and

Google

* OpenShift Operator Certification

* OperatorHub integrated into OpenShift 4

* Dynatrace is the only operator monitoring solution that gives

you visibility into nodes, containers, and deployed

microservices down to the code-level

COMMUNITY OPERATORS
OPENSHIFT CERTIFIED OPERATORS

Catalog

OperatorHub

RED HAT
0

OperatorHub

service experience.

All ltems.

Al/Machine Learning
Big Data

Database

Developer Tools
Integration & Delivery
Logging & Tracing
Networking
OpenShidt Optional
Security

Storage

Streaming & Messaging
Other

Project: dynatrace v

Monitoring

6 items

w/

&
Dynatrace OneAgent

Install full-stack monitoring of
OpenShift clusters with the
Dynatrace OneAgent.

g Community

Prometheus Operator

Manane tha fidl lifaruets nf

You are logged in as 3 temporary administrative user. Update the cluster OAuH configuralian to alfow others to log in.

Qi Community
VEtnme

Metering

Chargeback and reporting
tool to provide accountability

for how resources are used
across a cluster

Synopsys Operator

OperatorHub.io

Al/Machine Learning
Application Runtime
Big Data

Cloud Provider
Database

Developer Tools
Drivers and plugins
Integration & Delivery

Logging & Tracing

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. Operators can be installed on your clusters to provide optional
add-ons and shared services to your developers. Once installed, the capabilities provided by the Operator appear in the Developer Catalog, providing a self-

NewRelic Example

Deploy the NewRelic agent
from a helm chart onto your
Kubernetes or Open

Sysdig Agent Operator

2 unified nlatinrm fnr

33

l.‘

Dynatrace OneAgent
provided by Dynatrace LLC

A

~—

Istio

provided by Banzai Cloud

Installs and maintain Istio

service mesh

Welcome

OperatorHub.io is a new home fo

o

Dynatrace Operator

provided by Dynatrace |

©

Kiali Operator
provided by Kiali

Kiali project provides ar
to the questions: What

microservices are par

sdynatrace
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Automate with Ansible
Platform & Dynatrace
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& RedHat | intel



# dynatrace oneagent install on linux

Applications

e

# hosts_group -> inventory group of hosts to e SEARCH
# dt_api_endpoint -> dynatrace environment api
# dt_api_token -> dynatrace api install token

# dt_host_group —> dynatrace host group name
M M M . # dt_app_log_content_access -> flag to enable ;: e e
» Deploying agents to the inventory of application ppiga i i |
—— Services
23
- 4
h t L. d W. d hosts: "{{ hosts_group }}" . <
OS S ( Inux an In OWS) name: "dynatrace oneagent install on linux" - :: L [T (TR0
tasks:
27

« Defining applications for real user monitoring with ol | fie ®
N 30 TASK [update: execute oneagent g

cmd: s /opt

68.

become: yes 3l

session replay ) i

name: "check if oneagent is already instd 33
34
regexp: "\"dashboardMetadata\":{(\"name\":frARCH Digital Experience Transactions
replace: "\"dashboardMetadata\":{\"name\":

« Configuring the mechanism to filter access, data, and )

name: "replace management zone with dt_mz_64f easyTravel Web 140k
. I replace: ox 139k
path: /tmp/dt_dashboard_clone.json 0.96 13 52.4k
alerts 9 GItOpS. regexp: "\"dashboardFilter\":{\"timeframe\ 92 | s (e chrizeee & 35.5k
replace: "\"dashboardFilter\":{\"timeframe! 33| ok: [44.225.35.76] i?;:
. o ge 3 . i 34 17:9k
« Setting up alert notifications through email, rane: “relace veb application 10 with ot el 35| TASK [create new dashboar
reptaces 36 [WARNING]: The value True 424 i;:?k
path: /tmp/dt_dashboard_clone.json s , i 0.2
I " regexp: "\"APPLICATION-["\"]+\"" 37| u'True” (type string). if 02
Chatops s and 3rd party ITSM replace: "\"{{ dt_web_application_id }}\"" 38 entire value to ensure it
= 39 Worldmap (Apdex) Median Response t
. . ::;T;(aneplace dashboard owner with dt_owner 40| ok: [44 .225.35. 76] easyTravel Web A
i Automate Remedlatlon JObs path: /tmp/dt_dashboard_clone.json 41 1??2
regexp: "\"owner\":\" [~\"]+\"" 42 TASK [send email with das 244 ms
. . . . . renlace: "\"owner\":\"{{ dt ouner id }}\"" . N 72.5 ms
« Building dashboards for monitoring data consumption s
® ;
= -.‘ ctor dt-ap-appheat I ructor-dtaprmanagemen... | (@ atruciortapralerting i. tructor &= ap) dashboard
. o : o o) o

TPC_Dynatrace_ Workflow application overview

System Status Digital Experience Transactions & Services Performance Infrastructure Utilization

Protiems Hont hesth Web piication Reaquest couot Fauee ate any arore) Process CPU wage Process memory
TPC.Dynatrace Workfiow
1.22mil 100 % [TRCREquess o ocalhosEs021 ] 12% I 765 w8
308K  MKIRGuests executed i ba. 100 % TPCRequests on localhost#021 | 12% IPCHnGE 605m8
100 0.0 270k D 100 % TPCRequests oa locahosts0z1 | 12% [IPCHsE 487ve
270k RISy Travel Customer Fro. 283 % [TPCAuthenticationService 6.72% [TPCtomet 469m8

37.8k TRC JoumeyServia 013x | TPC80 5.02% [TPCMongads 4468
212k |TPC ngimxon port 80 0.12% | TPCeasyTravel Customer Front 484% |TPCMoAgI08 3088
Service bearth 17k | TPC ConfigurationService 0.07% | TPCRequests exeauted n back 482% |TRCtomeat 308 M8
128k | TPC:8080 0% AFG,Cl, GER GLC, JAM, MAL,N. 481x [TRCMongeDs 301me
12.6k | TPC Requests on easytravel: 0x TPC:8080 442% TRCtomaat 2968
416k  TPC Requests executed in ba. 0x  TPCBookingService 1.09% [MRCuemioadjar 291me IPCHomGE

1930 2000

Anfine

Smantscape Wodgmap (Apdex) Medtan Response time 90th % Response time Hest cou

TPC_Dynatrace Workflow
634ms | TRCloumeyServica 88.7ms  TRC JoumeyService




Auto-Remediation with Dynatrace and Ansible Tower

Dynatrace’s AlOps platform Al to spot potential AlOps helps enterprises find potential slowdowns
slowdowns and outages before they occur and to trigger before they happen. Learn how to use the
automated actions that prevent failures. Organizations combination of Dynatrace, ServiceNow, and

can also automate diagnosis and remediation with Ansible to speed innovation for DevSecOps.
Dynatrace’s AlOps.

Problem alerting profile matches
service availability issue and Tags.

i fdynatrace

Service Recovers Web Service Goes Down /

Dynatrace recognizes failure >

Sends API to document(comment) self-healing
activity in Dynatrace problem event

Problem Notification sends
self-healing playbook
request to Ansible

Critical Web
Server

ANSIBLE

10
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Porsche Informatik
accelerates innovation
with Dynatrace

& Red Hat OpenShift
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« Advanced observability into cloud native

HOIRSEISUE,

INFORMATIK

applications on OpenShift

« Al-assistance to automatically process billions of
dependencies to serve up precise answers

* Cross team collaboration enhances the DevOps
tool chain with faster feedback loops

; h
* Precise root-cause analysis to dramatically reduce #
MTTR - 80% Reduction!! Manfred Immitzer ‘

PORSCHE

Managmg D|rector and Chief Digital (‘ RO MAL
sche Infor

o R DR

"Dynatrace’s unique approach to Al-powered monitoring in the cloud cuts through complexity to give

us true visibility into our OpenShift environment, so we can fully understand the user-experience.”

Manfred Immitzer - Managing Director and Chief Digital Officer at Porsche Informatik
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Abercrombie & Fitch
accelerates transformation
with Red Hat OCP and
Dynatrace
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* Instantinsights Full-stack observability Abercrombie & FitCh

across OpenShift in hours

 Faster transformation Accelerated shift . - ' i

to a microservices architecture

« Constant peace of mind New

microservices are automatically
instrumented
« Better digital services Al-powered

quality gates ensure software stability

"What enamored us with Dynatrace was that it gave us insight into
things we didn’t even know we wanted to see.”

Jay Summerlot - IT Director, Abercrombie & Fitch Co. sdynatrace
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Useftul links

 AlOps automates DevSecOps workflows to enable self-healing IT

 The Inside Playbook: Automate App Monitoring with Ansible Platform & Dynatrace

 CERTIFIED INTEGRATION: Ansible and DYNATRACE

» Abercrombie & Fitch accelerates transformation with Red Hat OpenShift Container Platform and Dynatrace

* Porsche Informatik accelerates innovation with Dynatrace & Red Hat OpenShift

* Video Interview with Chris Morgan - Global Technical Director for Red Hat

sdynatrace
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https://www.dynatrace.com/news/blog/aiops-automates-devsecops-workflows-to-enable-self-healing-it/
https://www.ansible.com/blog/automate-app-monitoring-with-ansible-platform-dynatrace
https://www.ansible.com/integrations/devops-tools/dynatrace
https://www.dynatrace.com/news/customer-stories/abercrombie-and-fitch/?_ga=2.220648209.841032071.1587574611-1094959042.1584558643
https://assets.dynatrace.com/en/docs/case/10304-cs-redhat-porsche.pdf?_ga=2.10451637.1618164957.1603470467-1569772322.1602164903
https://play.vidyard.com/VqwwFdhELYjvAPpx9KSX2U

Red Hat
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